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August 25, 2014 Indrajit Jana

Problem 6.1: Let dim(U) = m and dim(V') = n, where m < n. Let {uy,...,u,} be a
basis of U. We can extend it to a basis of V, say {u1, ..., um,v1,...,0_m}. We know that
S:U — W is a linear map, i.e, S(uy),...,S(u,) are known.

We would like to find a linear map 7" : V' — W such that T'(u) = S(u) for all w € U. It is
enough to define 7" on the basis of V', i.e., it is enough to specify T'(u1), ... T(tm), T(v1), .. ., T(Vp—m)-
Let us define 7' : V. — W as

and T'(v;) = Oy Vji=1,...,n—m.

Then T : V — W is a well defined linear map (because we have specified the action of T’
on the basis vectors of V). Also the action of 7" on the basis of U is same as that of S i.e.,
T(u;) = S(u;) for all i = 1,...,m. Now if u € U, then we can write u = ciuj + -+ + Cppy,
for some scalars ¢; € F, i = 1,...,m. Then from the definition of T" we can see that

T(u) = T(crug+ -+ Cnly)
= aT(w)+ -+ T (um)
c1S(u) + -+ cnS(uy)  (from (1))
= S(aus+ -+ )
S(u),

i.e, T(u) = S(u) for all u € U.

Remark: You can call the above result as Operator extension theorem. Basically we had an
operator S : U — W defined on a subspace (i.e., U) of V. Now we have extended it to an
operator T" which is defined on the big space V' such that T'|y = S.

Problem 6.2: Consider the following equation
CIT(Ul) -+ C2T(U2) + e 4 CnT<Un) = OW (2)

Now if we want to prove that T'(vq),...,T(v,) are linearly independent, then we need to
show that ¢; =0 for all i = 1,...,n. We can rewrite the equation as

T(c1v1 + covg + -+ + cuvp) = Oy

The above implies that civy + cove + - - + ¢,v, € null(T). But it is given that T is injective,
therefore null(T) = {0y }. Hence

v + coUg + - - - + ¢, v, = Oy



But it is also given that vy, vs,...,v, are linearly independent. Therefore we must have
c;=0forall:=1,...,n. We are done.

Problem 6.4: Since T : V — W is a linear map, we have T'(v;) € W foralli =1,...,n
and hence span{T(vy),...,T(v,)} C W.

Conversely, let us take w € W. We need to show that w € span{T(v1),...,T(v,)}. Since
T :V — W is surjective, there must exist v € V such that T'(v) = w. We know that
span{vy,...,v,} =V, therefore we can write v = cjv; + - - - + ¢, v, for some scalars ¢; € F,
1=1,...,n. Consequently

w = T(v)
= T(crvy + -+ + cpvn)
= T (vy) + -+ T (vy,).

The above implies that w € span{T(vy),...,T(v,)}. Hence the proof.

Problem 6.8: Suppose both T" and S are invertible. Then 77! and S~ exists and they
are linear maps from V to V. Therefore we can define S~toT~!:V — V. Now we see that

(StoT™Ho(ToS)=8S"o(T"oT)oS=8"olyoS=8"10S=1y
and  (ToS)o(S'oT H)=To(SoS HoT '=ToT ' =1I.

Therefore S~ o T7! is the inverse of T'o0 S. In other words T o S is invertible.

Conversely, suppose T'0 S is invertible. We want to show that both S and 7" are invertible.
Since S € L(V,V) and T € L(V,V), using theorem 6.7.6 it is enough to show that both S
and T are injective.

Suppose S is not injective. There exist a nonzero vector v € V' such that S(v) = 0. But
then (T o S)(v) = T(S(v)) = T(0) = 0, which implies that T" o S is also not injective - a
contradiction. Because we know that 7" o S is invertible, therefore it must be injective.

Suppose T' is not injective then T is not surjective either (using theorem 6.7.6) i.e.,
range(T) G V. In other words, dim(range(T)) < dim(V'). Now we know that range(T o
S) € range(T). [[| Therefore range(T o S) G V,ie., T oS is not surjective - a contradiction.
Because we know that 7" o S is invertible, therefore it must be surjective.

Problem 7.3: Suppose A is an eigenvalue of T', and v is a corresponding eigenvector.
Then we have T'(v) = Av. Since T is invertible, we have

T YTw)=T"w)
ie, v=N""(v) (since T"' € L(V,V), T '(cv) =cT ' (v) for any c € F)
1

i.e., 3= T ' (v).

I This follows simply from the definition of range. Let T(S(v)) € range(T o S), then v € V. Now sincev € Vand S: V — V,
we have S(v) € V. Therefore T'(S(v)) € range(T)




Therefore % is an eigenvalue of 771

Conversely, let % be an eigenvalue of ! and w be a corresponding eigenvector. Then

T (w) = %w
ie. T(T'(w)=T Gw)
. 1
e, w=y (w)

e, Aw=T(w).

Therefore A is an eigenvalue of 7.

Problem 7.4: Since every vector v € V is an eigenvector of T, there exist scalars \, € F
such that T'(v) = A\ E| Note that the scalars A, may depend on the vector v. We need to
show that all A, are same. In other words, we have to prove that A\, = A\, even if v # w.

Let us consider two independent vectors v,w € V. Then we know that v —w € V', and
therefore v — w is an eigenvector of 1" (since it is given that all vectors in V' are eigenvectors
of T'). So there exists a scalar A\,_,, € F such that T'(v — w) = A\,_,(v — w). But we know
that T'(v) = Ayv and T(w) = A,w. Therefore

Tw—w) = _p(v—w)
=  T()—T(w) = _w(v—w)
= AU — A = Ay (v — w)
= (A= Aw)V+ (A — Ap)w = 0.
But v and w are chosen to be independent, therefore both A, —A,_, =0 and \,_, — A, = 0.
Which implies that A\, = Ay_w, = Ay i.e., Ay, = A,. Therefore all A\, s are the same. Let us

rewrite the ‘same’ A\, as A ﬂ Then we have T'(v) = Av for all v € V. Or we can say that
T = My ie., T is a scalar multipleﬁ of the identity map on V.

Problem 7.6: Let € C be an eigenvalue of 7. Then there exists a nonzero vector
v € V such that T'(v) = pv. Therefore

T*(v) = T(T(v)) = T(uw) = T (v) = p*v

TH(w) = pfv VEkeN.

Now if p(z) € Clz] is a polynomial of degree n i.e., p(2) = a,2" + ap_12"" 1 + -+ + a1z + ay,

?Notice that I have denoted the scalars as Ay,. I put the subscript v in order to indicate that the scalar A\, may depend on
v. In other words the same scalar may not work for two different vectors.

31t means that A, s are no longer v dependent. They are all same.

4The scalar is \.



then using the above equations we have

(T = (a,T"+an T '+ +a T+ aol)(v)
anT"(V) + ap T () + -+ a1 T(v) + agv
= A"V F Qo "0 F - ag v + ag
(anp + ap1 ™"+ 4 arp + ag)v
= p(pv.
The above equation suggests that p(u) is an eigenvalue of p(7T).
Conversely, suppose A € C is an eigenvalue of p(7"). We want to show that there exists
i € C such that p(u) = A and p is an eigenvalue of 7. Since A is an eigenvalue of p(T'),
there exists a nonzero vector v € V' such that p(T)v = v i.e., (p(T') — AI)v = Oy. Suppose

p(2) = a2+ Ap_12"" 1+ + a2+ ag. Then using the fundamental theorem of algebra we
can say that there exist uy, po, ..., p, € C such that

p(2) = A=a,2" +a, 12"+t aztag—A=an(z— )z —pe) (2 —pn). (3)
So

(p(T) = M)v = Oy
= (T —wI) (T —pl)--- (T — ppd)v =0y.
Since v # Oy, the above implies that (T'— puy [)(T — pol) - - - (T — p, 1) is not injective, hence

not invertible. Therefore at least one of (T — 1), (T — pol), ..., (T — p,I) is not injective
E|. Suppose (1" — ugl) is non injective. Then there exists a non zero vector w € V such that

(T — pu)w = Oy
=  T(w) = mw.

In other words py is an eigenvalue of T. Also from we notice that p(ug) — A = 0 i.e.,
ppx) = A.

5Because if all of them are injective i.e., invertible, then by problem 6.8 we can say that (T — u1 I)(T — p2I) - - (T — pnI) is
invertible



